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NAS

* NAS has been very successful

Software development
CAD/CAM

Telco, billing

Finance

Internet

* NAS market: >$6B by 2003*

. Dataquest, 2000
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Victims of our own
SuCccess?

* Applications are demanding more and
more performance
* Will Moore’s law continue to work?
- My guess is not
 It's the software, stupid

- Features keep growing
- Filesystems are complex things!
& So, how will the demand be satisfied?
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Performance Boosters

Multi-processing?

Scalability of SMP: SPECSFS data
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Performance Boosters

» Clustering?
- “Pay-as-you-g(r)ow” scaling
- Very successful

- Works when application can use multiple
filesystems

- Demand is building up for scalable
growth in per-filesystem performance

NES Vendars Canference Page5

“ L«

SAN

» Technology evolution is resulting in
very large and scalable SAN’s
- FibreChannel fabric: bandwidth (+ connectivity)

- Storage systems are getting smarter, bigger,
faster

> Symmetrix 8000 series with Enginuity: 27+ TB
- Faster devices: 15K RPM drives

* SAN Market: $27B by 2003*

=>» A convergence of the storage and IP
network fabrics is imminent

" Dataquest, 2000
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NASin SAN
environment?

®@The NAS box will stifle
the storage network

@ Brute force will not work

 We're not alone...

v' Customers
v Other vendors: SNIA
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What' s the answer?

e« NAS « SAN

v’ Sharing v Direct (single-hop),
. high-speed data
v Heterogeneity  gccess

v’ Scalability
=>» SAN Filesystems

- Network for access control
(sharing, heterogeneity)

- Channel for data
(speed, scalability)
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SANity check

» We’'re not alone
- Tivoli
- Veritas
- SGI
- DataDirect
- ADIC
- DataPlow
- Hewlett-Packard
- Universities: CMU, Minnesota

@ How many NAS vendors?
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SAN Filesystems

» Requirements:

© Remote data access and sharing,
at channel speeds

@® Traditional full-featured filesystem

“ L

© Enterprise-level scalability and reliability

O Use and extend existing protocols for file
sharing
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The Reality Today

File Server
(e.g., Celerra)
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Tomorrow
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Network,
concurrent,
shared file
Isystem
access
NFS,
ICIFS, etc.)
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AU

Celerra

NAS/ SAN Integration

- UNIX L NT & &

NT

< SAN Filesystem
bridges the
NAS and SAN
domains

« Extends ESN
with file sharing
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| mplementation
Data -
3 NFS, CIFS and
' l d FMP server
7 \ 3

Network
connected
E— only, and/or

doesn’t have
> uinh
<77 File Mapping Protocol (FMP)

Host  ihe SANFS
<> NFS, CIFS
SCSI/Fibre connection
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Performance
Expectations

» Approaching channel speeds
- For large files, large data accesses
* No worse than NFS

- For small files, small data accesses
* Huge increase in server scalability
- Can deliver much higher throughput
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Key Benefits

v’ Data access at channel speeds

v File sharing among heterogeneous
clients, on SAN and on IP network

v Full filesystem functionality

v’ Interoperates with clients that use
traditional protocols only

v’ Entirely transparent to applications
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Pctober 24, 2000 NES Vendors Canference Page17

Application - Rich Media
Web Site

v
\0/1

" Local Director Router

; Ethernet S ]
Celdrra  Switch Wersl::lr:rz;mm
- R
Direct Access HTTP
SAN FS IP Streaming
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Application — Backup

< > High-Speed Data Protocol
<777 File Mapping Protocol (FMP)
<> NFS, CIFS

SCSI/Fibre connection
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- = =
Host Host/Backup
Server & Client
“Direct Connect”
backup
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Changeiscoming...

* We must act!
- SAN filesystems are inevitable
- Non-NAS vendors want to eat your lunch
- Must interoperate

* How to interoperate?

- Keep on-disk filesystem proprietary
- Standardize protocol for:
> Communicating file mappings
» Locking and concurrent access
* Incorporate protocol into NAS
protocols: NFSv4, CIFS
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We must act, NOW!

» Standardize mapping/locking
protocol
* NFSv4:

- Sideband protocol?
- Protocol extension?

NMES Vendars Canference Page21

NFE Vendore

‘ ’ Cenferenee

NFS vVendors Conference

11



